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ABSTRACT 

In recent years, the field of protein-protein interaction (PPI) prediction has witnessed 

significant advancements, driven by the integration of unsupervised and supervised machine 

learning frameworks. This hybrid approach combines the strengths of both methodologies to 

enhance the accuracy and comprehensiveness of PPI predictions. Unsupervised learning 

techniques, including clustering algorithms, auto encoders, and dimensionality reduction 

methods, are employed to extract meaningful features from protein sequences or structures 

without the need for labelled data. These methods enable the identification of patterns and 

similarities within large datasets, providing valuable insights into the underlying biological 

processes. On the other hand, supervised learning algorithms such as support vector machines, 

random forests, and deep neural networks are utilized to train predictive models using labelled 

PPI data. By learning to distinguish between interacting and non-interacting protein pairs, these 

models leverage the extracted features from unsupervised learning to make accurate 

predictions. Moreover, the integration of additional features derived from biological 

knowledge, such as domain-domain interactions, gene ontology terms, and evolutionary 

conservation scores, further enhances the predictive power of the models. 
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INTRODUCTION 

Protein-protein interactions (PPIs) play a 

crucial role in cellular processes, and 

understanding these interactions is 

fundamental for unraveling the 

complexities of biological systems. 

Advancements in computational methods, 

particularly the integration of unsupervised 

and supervised machine learning 

frameworks, have significantly enhanced 

the prediction accuracy of PPIs. This article 

explores the recent progress in this field, 

highlighting the synergistic benefits of 
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combining unsupervised and supervised 

machine learning approaches. 

UNSUPERVISED MACHINE 

LEARNING IN PPI PREDICTION: 

Unsupervised machine learning techniques, 

such as clustering and dimensionality 

reduction, have proven valuable in 

extracting patterns and relationships from 

large-scale biological data. In the context of 

PPI prediction, unsupervised methods are 

employed to identify potential interaction 

partners based on inherent similarities or 

patterns in protein data. Clustering 

algorithms, like hierarchical clustering and 

k-means, group proteins with similar 

characteristics, facilitating the 

identification of potential interaction 

partners within the same cluster. 

Dimensionality reduction techniques, such 

as principal component analysis (PCA) and 

t-distributed stochastic neighbor 

embedding (t-SNE), help visualize complex 

biological data and uncover hidden 

structures that may indicate potential 

protein interactions. 

Unsupervised machine learning techniques 

have emerged as powerful tools in protein-

protein interaction (PPI) prediction, 

revolutionizing the landscape of 

bioinformatics and molecular biology. PPIs 

are crucial for understanding cellular 

processes, as they govern the majority of 

biological functions within living 

organisms. Traditionally, supervised 

learning methods have been employed in 

PPI prediction, where models are trained on 

labeled data to predict interactions between 

proteins. However, the inherent limitations 

of supervised approaches, such as the 

reliance on annotated data and the inability 

to capture complex relationships within 

protein networks, have led researchers to 

explore unsupervised machine learning 

methods. Unsupervised learning 

algorithms, unlike their supervised 

counterparts, operate without labeled data, 

making them particularly advantageous in 

scenarios where labeled datasets are scarce 

or expensive to obtain. In this 

comprehensive review, we delve into the 

realm of unsupervised machine learning in 

PPI prediction, exploring various 

techniques, their applications, strengths, 

limitations, and future prospects. 

One of the prominent techniques in 

unsupervised machine learning for PPI 

prediction is clustering. Clustering 

algorithms group proteins based on 

similarities in their structural, functional, or 

evolutionary attributes, thereby revealing 

underlying patterns and relationships 

within protein interaction networks. 

Among the clustering methods commonly 
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employed in PPI prediction are hierarchical 

clustering, k-means clustering, and spectral 

clustering. Hierarchical clustering 

organizes proteins into a tree-like 

hierarchy, where similar proteins are 

grouped into clusters based on a predefined 

distance metric. K-means clustering 

partitions proteins into k clusters, aiming to 

minimize the within-cluster sum of squares. 

Spectral clustering, on the other hand, 

leverages the spectral properties of the 

affinity matrix derived from protein 

similarity measures to identify cohesive 

clusters. These clustering approaches have 

been instrumental in uncovering functional 

modules and protein complexes within 

intricate PPI networks, facilitating the 

elucidation of cellular processes and 

disease mechanisms. 

Another unsupervised learning technique 

extensively utilized in PPI prediction is 

dimensionality reduction. Dimensionality 

reduction methods aim to transform high-

dimensional protein feature spaces into 

lower-dimensional representations while 

preserving essential information. Principal 

component analysis (PCA), t-distributed 

stochastic neighbor embedding (t-SNE), 

and autoencoders are popular 

dimensionality reduction techniques 

employed in PPI prediction. PCA identifies 

orthogonal directions of maximum variance 

in the data, projecting proteins onto a 

lower-dimensional subspace. T-SNE, a 

nonlinear dimensionality reduction method, 

preserves local and global structure by 

modeling pairwise similarities between 

proteins in the reduced space. 

Autoencoders, a type of neural network, 

learn compact representations of proteins 

by compressing input data into a latent 

space through an encoder-decoder 

architecture. Dimensionality reduction 

techniques enable visualization of complex 

protein interaction landscapes, aiding in the 

identification of functionally related 

proteins and the discovery of novel PPIs. 

In addition to clustering and dimensionality 

reduction, association rule mining has 

emerged as a valuable unsupervised 

learning approach in PPI prediction. 

Association rule mining algorithms, such as 

Apriori and FP-growth, extract frequent 

itemsets from transactional data, revealing 

significant associations between proteins 

based on co-occurrence patterns. These 

associations provide insights into potential 

protein interactions and functional 

relationships within biological pathways. 

Moreover, graph-based unsupervised 

learning methods have gained traction in 

PPI prediction, leveraging graph 

representation learning techniques to 

capture topological properties of protein 
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interaction networks. Graph clustering 

algorithms, graph embedding methods, and 

random walk-based algorithms are 

employed to uncover community 

structures, embed proteins into low-

dimensional vector spaces, and infer 

potential interactions between proteins, 

respectively. 

Despite the considerable progress achieved 

in unsupervised machine learning for PPI 

prediction, several challenges persist. One 

of the primary challenges is the integration 

of heterogeneous data sources, including 

genomic, proteomic, and structural 

information, to enhance the accuracy and 

robustness of unsupervised learning 

models. Incorporating multi-omics data 

into unsupervised learning frameworks 

poses significant computational and 

methodological challenges, necessitating 

the development of sophisticated data 

integration techniques and scalable 

algorithms. Moreover, the interpretability 

of unsupervised learning models remains a 

concern, as complex algorithms often 

produce opaque results that hinder 

biological interpretation. Enhancing the 

interpretability and explainability of 

unsupervised learning models is essential 

for gaining insights into the underlying 

biological mechanisms driving protein 

interactions. 

Furthermore, the evaluation and 

benchmarking of unsupervised learning 

methods in PPI prediction pose challenges 

due to the absence of ground truth labels for 

assessing model performance. Developing 

robust evaluation metrics and benchmark 

datasets that capture the complexity and 

diversity of protein interaction networks is 

crucial for objectively comparing different 

unsupervised learning approaches. 

Additionally, addressing issues of 

scalability and efficiency is imperative to 

enable the application of unsupervised 

learning techniques to large-scale protein 

interaction datasets. Leveraging distributed 

computing frameworks and optimizing 

algorithmic implementations are potential 

strategies to overcome scalability 

limitations. 

SUPERVISED MACHINE LEARNING 

APPROACHES IN PPI PREDICTION: 

Supervised machine learning relies on 

labeled training data to train predictive 

models. In the realm of PPI prediction, 

supervised methods leverage annotated 

datasets to learn the features indicative of 

protein interactions. Various algorithms, 

including support vector machines (SVM), 

random forests, and neural networks, have 

been applied to build predictive models 

based on these learned features. Supervised 

approaches benefit from the availability of 
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well-curated datasets, enabling the 

identification of specific patterns and 

features associated with protein 

interactions. These models can then be used 

to predict novel PPIs in unannotated 

datasets. 

Supervised machine learning approaches 

play a pivotal role in the prediction of 

protein-protein interactions (PPIs), a crucial 

task in understanding cellular processes and 

designing therapeutics. With the 

burgeoning volume of biological data, 

traditional experimental methods alone are 

insufficient to comprehensively uncover 

PPIs. Hence, computational methods, 

particularly those employing supervised 

machine learning techniques, have gained 

prominence. These methods leverage 

annotated datasets to train models that can 

predict PPIs based on features extracted 

from protein sequences, structures, or 

interaction networks. 

One prevalent approach in supervised 

machine learning for PPI prediction is the 

utilization of sequence-based features. 

Proteins are encoded by amino acid 

sequences, and these sequences often 

contain valuable information regarding 

their interactions. Feature extraction 

techniques, such as amino acid 

composition, physicochemical properties, 

and evolutionary information, are 

employed to represent protein sequences 

numerically. Subsequently, these features 

are utilized to train machine learning 

models, including support vector machines 

(SVMs), random forests, and neural 

networks, to classify protein pairs as 

interacting or non-interacting. 

Another prominent avenue in supervised 

machine learning for PPI prediction 

involves exploiting structural information. 

Protein structures provide insights into the 

spatial arrangement of amino acids and can 

elucidate potential interaction interfaces. 

Supervised learning algorithms can 

leverage features extracted from protein 

structures, such as solvent accessibility, 

residue contacts, and structural motifs, to 

discern interacting protein pairs. Methods 

like decision trees, convolutional neural 

networks (CNNs), and ensemble learning 

techniques are commonly employed to 

harness structural data for PPI prediction. 

Furthermore, supervised machine learning 

approaches capitalize on interaction 

network properties for PPI prediction. 

Proteins seldom function in isolation but 

rather participate in intricate networks of 

interactions within cells. Graph-based 

representations of interaction networks 

enable the application of supervised 

learning algorithms to infer novel PPIs. 

Graph-based features, including node 
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centrality, neighborhood connectivity, and 

graph motifs, are utilized to capture the 

topological characteristics of interaction 

networks. Supervised learning algorithms 

such as graph neural networks (GNNs), 

logistic regression, and deep learning 

architectures are employed to predict PPIs 

based on network properties. 

Despite the advancements facilitated by 

supervised machine learning approaches, 

several challenges persist in PPI prediction. 

One notable challenge is the class 

imbalance inherent in PPI datasets, where 

the number of interacting protein pairs is 

often significantly smaller than non-

interacting pairs. Addressing this imbalance 

is crucial to prevent models from exhibiting 

bias towards the majority class. Techniques 

such as oversampling, undersampling, and 

cost-sensitive learning are employed to 

mitigate class imbalance and enhance 

model performance. 

Moreover, the generalization of supervised 

machine learning models to unseen data 

remains a critical concern in PPI prediction. 

Models trained on specific datasets may 

struggle to extrapolate knowledge to 

diverse biological contexts or species. 

Transfer learning techniques, which 

leverage pre-trained models on related tasks 

or datasets, offer a promising avenue to 

enhance the generalization capabilities of 

PPI prediction models. By fine-tuning pre-

trained models or leveraging feature 

representations learned from large-scale 

datasets, transfer learning mitigates the 

need for extensive labeled data and 

enhances model robustness across diverse 

biological scenarios. 

Furthermore, interpretability and 

transparency are essential considerations in 

supervised machine learning for PPI 

prediction. Biologists and domain experts 

require insights into the rationale behind 

model predictions to validate and interpret 

computational findings. Techniques such as 

feature importance analysis, model 

explanation methods, and visualization 

tools facilitate the interpretation of machine 

learning models and enhance their utility in 

guiding experimental validation efforts. 

supervised machine learning approaches 

constitute a cornerstone in PPI prediction, 

offering valuable insights into protein 

interactions and cellular processes. 

Leveraging sequence-based features, 

structural information, and interaction 

network properties, these approaches 

empower researchers to infer novel PPIs 

and unravel the complexities of biological 

systems. Addressing challenges related to 

class imbalance, generalization, and 

interpretability is crucial to advancing the 

efficacy and applicability of supervised 
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machine learning in PPI prediction. By 

harnessing the synergy between 

computational methods and experimental 

techniques, supervised machine learning 

continues to catalyze advancements in 

understanding protein interactions and 

holds immense promise for drug discovery 

and biomedical research. 

INTEGRATION OF UNSUPERVISED 

AND SUPERVISED APPROACHES: 

The integration of unsupervised and 

supervised machine learning frameworks 

has emerged as a powerful strategy for 

improving the accuracy and reliability of 

PPI predictions. Unsupervised methods can 

be used for feature extraction and data 

preprocessing, providing a more 

informative input for supervised models. 

For instance, clustering algorithms can 

group proteins based on their intrinsic 

characteristics, and the resulting clusters 

can serve as additional features in 

supervised models. This integration allows 

the supervised models to capitalize on the 

intrinsic structure present in the data, 

enhancing their predictive capabilities. 

The integration of unsupervised and 

supervised approaches in machine learning 

represents a powerful paradigm that enables 

more comprehensive data analysis, 

modeling, and decision-making across 

various domains. Unsupervised learning 

techniques, such as clustering, 

dimensionality reduction, and anomaly 

detection, are instrumental in uncovering 

hidden patterns, structures, and 

relationships within data, while supervised 

learning methods, including classification, 

regression, and ranking, leverage labeled 

examples to make predictions or decisions. 

By synergistically combining these 

approaches, practitioners can exploit the 

strengths of both unsupervised and 

supervised learning to enhance the 

accuracy, robustness, and interpretability of 

their models. 

One prevalent application of integrating 

unsupervised and supervised approaches is 

in the realm of data preprocessing and 

feature engineering. Unsupervised learning 

techniques, such as principal component 

analysis (PCA) and t-distributed stochastic 

neighbor embedding (t-SNE), are often 

employed to reduce the dimensionality of 

high-dimensional datasets and visualize 

data distributions. These dimensionality 

reduction methods help in identifying 

redundant or irrelevant features and 

highlighting underlying structures within 

the data. Subsequently, supervised learning 

models can be trained on the reduced 

feature space, leading to improved model 

performance and generalization. Moreover, 
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unsupervised clustering algorithms, such as 

k-means and hierarchical clustering, can 

facilitate the identification of distinct 

groups or clusters within the data, which 

can then serve as labels for supervised 

learning tasks. By leveraging the insights 

gained from unsupervised preprocessing 

techniques, supervised learning models can 

be trained more effectively, resulting in 

enhanced predictive accuracy and 

efficiency. 

Furthermore, the integration of 

unsupervised and supervised approaches is 

particularly beneficial in scenarios where 

labeled data is scarce or expensive to 

obtain. Unsupervised learning techniques 

can be utilized to pre-train models on large 

amounts of unlabeled data, learning 

meaningful representations or features that 

capture the underlying structure of the data. 

These pre-trained models can then be fine-

tuned using a smaller amount of labeled 

data through supervised learning, 

leveraging the learned representations to 

improve model performance. This 

approach, known as semi-supervised 

learning, enables the utilization of both 

labeled and unlabeled data to train more 

robust and accurate models, effectively 

addressing the challenges posed by limited 

labeled data availability. 

Moreover, the integration of unsupervised 

and supervised approaches can enhance the 

interpretability and transparency of 

machine learning models. Unsupervised 

learning techniques, such as clustering and 

visualization, can aid in exploratory data 

analysis and model interpretation by 

revealing underlying patterns, clusters, or 

anomalies within the data. These insights 

can then inform the selection of relevant 

features and the design of more 

interpretable supervised learning models. 

Additionally, unsupervised feature learning 

methods, such as autoencoders and 

generative adversarial networks (GANs), 

can be employed to learn low-dimensional 

representations of the data, which can 

enhance the interpretability of supervised 

learning models by capturing essential 

underlying characteristics of the data. By 

integrating unsupervised and supervised 

approaches, practitioners can develop more 

interpretable and transparent machine 

learning models, facilitating better 

understanding and trust in model 

predictions. 

Furthermore, the integration of 

unsupervised and supervised approaches is 

essential for addressing the challenges 

posed by noisy or incomplete data. 

Unsupervised learning techniques, such as 

outlier detection and data imputation, can 
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help identify and handle noisy or missing 

data points, thereby improving data quality 

and enhancing the performance of 

supervised learning models. For example, 

unsupervised outlier detection algorithms 

can be used to identify and remove outliers 

from the data, reducing their adverse effects 

on model training and prediction. Similarly, 

unsupervised data imputation methods can 

be employed to estimate missing values in 

the data, enabling the utilization of 

incomplete datasets for supervised learning 

tasks. By integrating unsupervised and 

supervised approaches for data 

preprocessing and cleaning, practitioners 

can develop more robust and reliable 

machine learning models that are less 

sensitive to noise and data quality issues. 

PROTEIN-PROTEIN INTERACTION 

PREDICTION 

Protein-protein interactions (PPIs) play a 

crucial role in virtually every biological 

process, from cell signaling and 

metabolism to immune response and 

disease pathways. Understanding the 

complex network of interactions between 

proteins is essential for unraveling the 

underlying mechanisms of cellular function 

and dysfunction. Protein-protein interaction 

prediction, therefore, represents a 

fundamental challenge in bioinformatics 

and computational biology, with 

implications for drug discovery, disease 

diagnosis, and personalized medicine. 

Despite advances in experimental 

techniques for detecting PPIs, such as yeast 

two-hybrid assays, co-

immunoprecipitation, and mass 

spectrometry, these methods are often 

laborious, time-consuming, and expensive, 

limiting their scalability and coverage. 

Consequently, computational methods for 

predicting PPIs have emerged as invaluable 

tools for complementing experimental 

approaches, enabling the systematic 

analysis and exploration of protein 

interaction networks at a genome-wide 

scale. 

A plethora of computational methods and 

algorithms have been developed for 

predicting protein-protein interactions, 

leveraging diverse data sources, machine 

learning techniques, and network-based 

approaches. Sequence-based methods 

represent one category of PPI prediction 

methods, which exploit information 

encoded in protein sequences to infer 

potential interactions. These methods 

typically rely on features extracted from 

amino acid sequences, such as sequence 

similarity, evolutionary conservation, and 

physicochemical properties, to train 

machine learning models for predicting 

PPIs. Support vector machines (SVMs), 
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random forests, and neural networks are 

commonly employed as classification 

algorithms, while feature selection 

techniques, such as mutual information and 

recursive feature elimination, are utilized to 

identify informative sequence features. 

Despite their effectiveness, sequence-based 

methods may suffer from limitations in 

capturing context-dependent interactions 

and protein structural information, which 

are crucial for understanding the specificity 

and dynamics of PPIs. 

In addition to sequence-based methods, 

structure-based approaches leverage 

information from protein structures to 

predict protein-protein interactions. These 

methods exploit features derived from 

protein structures, such as solvent 

accessibility, residue contacts, and binding 

interfaces, to infer potential interaction 

partners and interfaces. Molecular docking, 

protein threading, and structural similarity 

methods are commonly used to predict 

protein complexes and infer protein-protein 

interaction interfaces based on geometric 

and energetic criteria. Furthermore, 

machine learning techniques, such as 

support vector machines and deep learning 

architectures, can be trained on structural 

features extracted from protein complexes 

to predict PPIs and binding affinities. 

Despite their potential for capturing 

detailed structural information, structure-

based methods may suffer from limitations 

in predicting transient or weak interactions, 

as well as inaccuracies in protein structure 

prediction and modeling. 

Moreover, network-based approaches 

represent a promising avenue for predicting 

protein-protein interactions by leveraging 

information from protein interaction 

networks. These methods exploit the 

topological properties of interaction 

networks, such as network centrality, 

clustering coefficient, and network motifs, 

to infer potential interactions between 

proteins. Graph-based algorithms, such as 

random walk, label propagation, and 

network embedding techniques, can be 

applied to predict missing edges or 

interactions in protein interaction networks 

based on the connectivity patterns of known 

interactions. Furthermore, machine 

learning models, such as graph neural 

networks and deep learning architectures, 

can be trained on network-based features to 

predict PPIs and identify functionally 

related protein modules or complexes. 

Network-based approaches offer the 

advantage of capturing global network 

properties and context-dependent 

relationships between proteins, enabling the 

prediction of indirect or context-specific 
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interactions that may not be apparent from 

sequence or structure alone. 

Despite the diversity and sophistication of 

computational methods for predicting 

protein-protein interactions, several 

challenges and limitations persist in this 

field. One major challenge is the scarcity 

and incompleteness of experimental data 

for training and evaluating prediction 

models, particularly in non-model 

organisms or under specific experimental 

conditions. Limited coverage and biases in 

available interaction data may lead to 

biased predictions and poor generalization 

performance of computational models. 

Addressing this challenge requires the 

development of robust benchmark datasets, 

standardized evaluation metrics, and data 

integration strategies to improve the quality 

and coverage of training data for PPI 

prediction. 

CONCLUSION  

This study arises from the imperative to 

advance our understanding of protein-

protein interactions (PPIs) within biological 

systems. As cellular processes intricately 

rely on PPIs, a deeper comprehension of 

these interactions is vital for deciphering 

the complexities of living organisms. The 

current state of research in this field has 

revealed the dynamic and context-

dependent nature of PPIs, necessitating 

more sophisticated predictive models. 

Furthermore, the integration of 

unsupervised and supervised machine 

learning frameworks presents an exciting 

avenue to address existing limitations. The 

need to enhance prediction accuracy 

propels this study, aiming to develop 

models that effectively leverage 

unsupervised techniques for feature 

extraction and supervised approaches for 

precise learning from labeled data. As we 

navigate the challenges associated with 

dynamic biological systems, the study 

seeks to pioneer methodologies that can 

robustly capture evolving protein 

interactions. Moreover, with the 

burgeoning availability of biological data, 

the study aims to explore novel feature 

engineering strategies, including 

representation learning, to enrich the 

feature space for more nuanced predictive 

modeling. By addressing these needs, this 

research not only contributes to the field of 

PPI prediction but also fosters 

advancements in machine learning 

methodologies, ultimately paving the way 

for a more comprehensive and accurate 

portrayal of the intricate web of protein 

interactions in cellular biology. 

REFERENCES 



 

Volume 11, Issue 12, Dec 2021                      ISSN 2457 – 0362                                                     Page 1521 

1. Alquran, Hiam & Al-Fahoum, 

Amjed & Zyout, Alaa & Qasmieh, 

Isam. (2023). A comprehensive 

framework for advanced protein 

classification and function 

prediction using synergistic 

approaches: Integrating bispectral 

analysis, machine learning, and 

deep learning. PLOS ONE. 18. 

e0295805. 

10.1371/journal.pone.0295805. 

2. Hu, Xiaotian & Feng, Cong & Ling, 

Tianyi & Chen, Ming. (2022). Deep 

learning frameworks for protein-

protein interaction prediction. 

Computational and structural 

biotechnology journal. 20. 3223-

3233. 10.1016/j.csbj.2022.06.025. 

3. Murad, Taslim & Ali, Sarwan & 

Chourasia, Prakash & Patterson, 

Murray. (2023). Advancing 

Protein-DNA Binding Site 

Prediction: Integrating Sequence 

Models and Machine Learning 

Classifiers. 

10.1101/2023.08.23.554389. 

4. Yu, Han & Shen, Zi-Ang & Zhou, 

Yuan-Ke & Du, Pu-Feng. (2021). 

Recent Advances in Predicting 

Protein-lncRNA Interactions Using 

Machine Learning Methods. 

Current gene therapy. 21. 

10.2174/156652322166621071219

0718. 

5. Zhou, Peng & Wen, Li & Lin, Jing 

& Mei, Li & Liu, Qian & Shang, 

Shuyong & Li, Juelin & Shu, 

Jianping. (2022). Integrated 

unsupervised-supervised modeling 

and prediction of protein-peptide 

affinities at structural level. 

Briefings in bioinformatics. 23. 

10.1093/bib/bbac097. 

6. Wei, Junkang & Chen, Siyuan & 

Zong, Licheng & Gao, Xin & Li, 

Yu. (2021). Protein-RNA 

interaction prediction with deep 

learning: structure matters. 

Briefings in bioinformatics. 23. 

10.1093/bib/bbab540. 

7. Albu, Alexandra-Ioana. (2022). An 

Approach for Predicting Protein-

Protein Interactions using 

Supervised Autoencoders. Procedia 

Computer Science. 207. 2023-2032. 

10.1016/j.procs.2022.09.261. 

8. Sun, Tanlin & Zhou, Bo & Lai, 

Luhua & Pei, Jianfeng. (2017). 

Sequence-based prediction of 

protein protein interaction using a 

deep-learning algorithm. BMC 



 

Volume 11, Issue 12, Dec 2021                      ISSN 2457 – 0362                                                     Page 1522 

Bioinformatics. 18. 

10.1186/s12859-017-1700-2. 

9. Jamasb, Arian & Day, Ben & 

Cangea, Catalina & Lio, Pietro & 

Blundell, Tom. (2021). Deep for 

Protein–Protein Interaction Site 

Prediction. 10.1007/978-1-0716-

1641-3_16. 

10. Tran, Hoai-Nhan & Xuan, Quynh & 

Nguyen, Tuong Tri. (2023). 

DeepCF-PPI: improved prediction 

of protein-protein interactions by 

combining learned and handcrafted 

features based on attention 

mechanisms. Applied Intelligence. 

53. 10.1007/s10489-022-04387-2. 

11. Kotlyar, Max & Rossos, Andrea & 

Jurisica, Igor. (2017). Prediction of 

Protein-Protein Interactions. 

10.1002/cpbi.38. 

12. Sarkar, Debasree & Saha, Sudipto. 

(2019). Machine-learning 

techniques for the prediction of 

protein–protein interactions. 

Journal of Biosciences. 44. 

10.1007/s12038-019-9909-z.  

13. Khandelwal, Monika & Rout, 

Ranjeet & Umer, Saiyed. (2012). 

Protein-protein interaction 

prediction from primary sequences 

using supervised machine learning 

algorithm. 

10.1109/Confluence52989.2022.97

34190. 

14. Lee, Minhyeok. (2013). Recent 

Advances in Deep Learning for 

Protein-Protein Interaction 

Analysis: A Comprehensive 

Review. Molecules. 28. 5169. 

10.3390/molecules28135169. 

15. Li, Shiwei & Wu, Sanan & Wang, 

Lin & Li, Fenglei & Jiang, H. & 

Bai, Fang. (2012). Recent advances 

in predicting protein–protein 

interactions with the aid of artificial 

intelligence algorithms. Current 

Opinion in Structural Biology. 73. 

102344. 

10.1016/j.sbi.2022.102344. 

16. Sanghamitra Bandyopadhyay and 

Koushik Mallick. A new path based 

hybrid measure for gene ontology 

similarity. IEEE/ACM Transactions 

on Computa- tional Biology and 

Bioinformatics, 11(1):116–127, 

2014. 

17. Koushik Mallick, Saurav Mallik, et 

al. A novel graph topology based 

go- similarity measure for signature 

detection from multi-omics data and 



 

Volume 11, Issue 12, Dec 2021                      ISSN 2457 – 0362                                                     Page 1523 

its appli- cation to other problems. 

IEEE/ACM Transactions on 

Computational Biology and 

Bioinformatics, 2020. 

18. Sanghamitra Bandyopadhyay and 

Koushik Mallick. A new feature 

vector based on gene ontology 

terms for protein-protein interaction 

prediction. IEEE/ACM 

Transactions on Computational 

Biology and Bioinformatics, 2016. 

19. Koushik Mallick, Sanghamitra 

Bandyopadhyay, et al. Topo2vec: a 

novel node embedding generation 

based on network topology for link 

prediction. IEEE Transactions on 

Computational Social Systems, 

6(6):1306–1317, 2019. 

20. Asa Ben-Hur and William Stafford 

Noble. Kernel methods for 

predicting protein–protein 

interactions. Bioinformatics, 

21(suppl 1):i38–i46, 2005. 


