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Abstract: The primary goal of the project is to develop 

a classification framework and a deep learning model, 

specifically BERT-BiGRU, capable of automatically 

detecting the personality trait of novelty seeking (NS) 

from online travel reviews. Manual classification of 

these reviews is challenging due to their high volume 

and unstructured nature. This limitation underscores 

the need for automated methods to efficiently process 

and analyze the extensive content. The proposed deep 

learning model, BERT-BiGRU, based on 

Bidirectional Encoder Representations from 

Transformers, has demonstrated success in achieving 

high precision and F1 scores when recognizing the NS 

personality trait from the reviews. This underscores 

the effectiveness of the chosen model. The project 

establishes that personality traits, specifically novelty 

seeking in this case, can be automatically identified 

from travel reviews using advanced computational 

techniques. This automation offers a more efficient 

and scalable approach compared to manual methods. 

The findings of the project contribute by providing a 

comprehensive classification framework for the NS 

personality trait. This framework has practical 

applications in marketing and recommendation 

systems within the tourism industry, offering valuable 

insights into customer preferences. The project's 

broader contribution extends to the development of 

computational techniques in both psychology and 

marketing. By applying deep learning models like 

BERT-BiGRU to identify personality traits from 

unstructured text data, it advances the use of 

sophisticated techniques in diverse fields, showcasing 

the potential of these models beyond traditional 

applications. The project's extensions include a hybrid 

model named “BERT CNN-BI-GRU” and “BERT-

LSTM-GRU” in which BERT-LSTM- GRU got 99% 

accuracy. 

Index terms - Tourism industry, BERT- BiGRU, 

novelty seeking, online travel reviews. 

1. INTRODUCTION 

With the rapid development of information 

technology, the internet has gradually penetrated many 

areas of our daily lives. The tourism industry has 

gradually extended from offline to online. With the 

emergence of online travel communities, a rapidly 

increasing number of tourists search the internet for 

destination introductions and comments about travel 
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experiences from other travelers before making travel 

decisions [1].  

Most online tourism platform reviews reflect what 

tourists see, feel, and think. Suppose this information 

is collected and analyzed to visually reveal tourists’ 

praise and criticism attitudes or emotional tendencies 

about the elements of tourism services. In that case, it 

will help tourists understand the emotional tendencies 

of the forerunners towards a certain tourist destination 

and support tourists in their decision-making [2]. Tour 

operators can understand tourists’ opinions or their 

attitudes of praise and criticism to maximize their 

strengths and avoid weaknesses. Reviews also help 

managers customize products or improve programs 

and gain a competitive advantage [3].  

Personality traits are a group of psychological 

structures that trigger individual behavior and make 

individuals respond in the same way to different kinds 

of stimuli [4]. Traditionally, researchers use self-

reporting scales to collect data on personality traits, 

which requires subjects to self-evaluate their the 

personality trait measurement scale mainly relies on 

the subjects’ subjective feelings and self-statement, 

most personality trait measurement scales are 

currently standardized tests [6]. However, individuals 

responding to surveys are prone to expressing 

themselves more in line with social values and more 

conducive to self-representation. In other words, 

participants can deliberately submit distorted 

responses, which negatively affects the efficacy of 

measurement results [7].  

Compared with the measurement of personality traits 

by psychological tests, personality trait recognition 

based on online behavior data is a method to 

automatically recognize and judge personality trait 

types [8]. On the one hand, it overcomes the subjective 

and static nature of traditional personality trait 

measurement methods. On the other hand, it also 

avoids the measurement bias caused by self-reporting 

and provides new methods and ideas for tourists’ 

personality traits acquisition.  

Novelty seeking (NS) is a personality trait [9], 

manifested as a general tendency to pursue 

diversification, curiosity, complexity, and strong 

feelings and experiences. NS is known to be an 

important motive for pleasure tourism and is 

considered an inherent quality [10], [11]. It has been 

proven to play an inseparable role in the choice of 

destination and has been one of the greatest impact 

factors on tourists’ perceptions [12]. Previous research 

has shown that NS affects tourists’ return intention 

[13], destination loyalty [14], and satisfaction [15]. NS 

is a personality trait widely recognized as an influencer 

of tourism motivation and plays a crucial role in 

formulating marketing strategies for the tourism 

industry. Since NS people like to go to remote and 

unfamiliar places, in the field of personalized 

recommendation, new tourist destinations can be 

recommended according to customers’ NS tendencies. 

In addition to developing better recommender 

systems, organizations can also design more targeted 

marketing campaigns based on customer needs. It may 

help improve tourist satisfaction, reduce information 

duplication and diversify recommendations. 

2. LITERATURE SURVEY 

Previous research has confirmed that social loafing as 

a pronouncing obstacle undermines the development 

of online communities. However, relevant studies 
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centered on the critical factors that affect social loafing 

in online travel communities are still not well 

understood. Drawing on self-determination theory and 

social identity theory, this paper critically focuses on 

the effects of intrinsic motivation (enjoyment in 

helping and hedonic motivation), extrinsic motivation 

(reputation and reciprocity) and community 

identification on social loafing in online travel 

communities, using data collected from 300 

respondents in China [1]. After a structural equation 

modeling analysis, the results of this study indicate 

that only enjoyment in helping exhibits a significantly 

negative relationship with social loafing, whereas the 

other three types of motivation are reinforced by 

community identification to inhibit social loafing 

indirectly. Meanwhile, community identification is 

more positively influenced by extrinsic motivation 

(reputation and reciprocity), and social loafing can be 

effectively diminished by community identification. 

Theoretical and practical suggestions are discussed for 

future research. 

On the basis of the self-determination theory, we 

develop and test an integrative framework that 

explains when and why customer incivility impairs 

employee service performance [5]. Using multisource 

data collected through two waves in a shopping mall, 

we found that the strength of the mediated relationship 

between customer incivility and employee service 

performance (via employee intrinsic motivation) 

varied based on employee core-self evaluations; the 

negative indirect effect of customer incivility via 

intrinsic motivation on service performance was 

weaker for employees with high levels of core-self 

evaluations than for employees with low levels of 

core-self evaluations. 

The present study reviews the literature of 

psychological studies [4, 5, 6, 7, 8] investigating 

conspiracy beliefs. Additionally, the association 

between Big Five personality factors and conspiracy 

beliefs is analyzed meta-analytically using random-

effects models. Ninety-six studies were identified for 

the systematic review [6]. A comprehensive account 

of predictors, consequences, operationalization, 

questionnaires, and most prominent conspiracy 

theories is presented. For meta-analysis, 74 effect sizes 

from 13 studies were extracted. The psychological 

literature on predictors of conspiracy beliefs can be 

divided in approaches either with a pathological (e.g., 

paranoia) or socio-political focus (e.g., perceived 

powerlessness). Generally, there is a lack of 

theoretical frameworks in this young area of research. 

Meta-analysis revealed that agreeableness, openness 

to experience, and the remaining Big Five personality 

factors were not significantly associated with 

conspiracy beliefs if effect sizes are aggregated. 

Considerable heterogeneity in designs and 

operationalization characterizes the field. [36] This 

article provides an overview of instrumentation, study 

designs, and current state of knowledge in an effort 

toward advancement and consensus in the study of 

conspiracy beliefs. 

Personality traits influence human behaviour across a 

broad range of situations and are consequently 

relevant to many theoretical and applied disciplines [. 

5. 6]. In this perspective piece, we provide an overview 

of the logic underpinning personality measurement 

and review major personality taxonomies. We provide 

an extensive set of recommendations for researchers 

and practitioners on when and how to use measures of 

personality traits. [7] We overview a range of 

taxonomic representations of personality structure 
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focusing particularly on hierarchical representations 

and five and six factor models such as the Big Five and 

HEXACO models. We review the various strengths 

and weaknesses of each approach. Results The review 

outlines the major reasons for the dominance of the 

Big Five model, and suggests it is a good descriptive 

framework for studying personality in general. 

However we suggest that researchers and practitioners 

also consider alternative taxonomic personality 

representations such as the HEXACO. We provide a 

range of scenarios whereby alternative frameworks 

will be more appropriate than the Big Five and offer 

recommendations both for choosing measures in 

general and for implementing studies examining 

personality facets. Conclusion Whilst the Big Five 

represents an excellent general personality framework 

that is appropriate across multiple situations, 

researchers and practitioners should be aware of 

alternative measures and utilise them where 

appropriate [8]. 

This study investigates the moderating effects of 

tourist novelty-seeking tendencies on the relationships 

among destination image, satisfaction, and short- and 

long-term revisit intentions. Using survey data 

collected in 2009 from 450 European visitors to 

Mediterranean destinations, a theoretically derived 

structural path model was examined [11]. Cluster 

analysis and discriminant analysis were used to 

identify three groups of tourists based on their novelty-

seeking tendencies (high, medium, and low novelty 

seekers). The moderating effects of novelty-seeking 

tendencies on the structural path model were examined 

by means of multigroup invariance analysis. Tourists’ 

novelty-seeking tendencies have a moderating effect 

on the causal relationships among destination image, 

satisfaction, and revisit intentions. The effect of 

destination image on visitor satisfaction, as well as 

satisfaction on short-term revisit intentions, is 

significantly weaker for high novelty seekers as 

compared to low novelty seekers [46, 47, 48, 49, 50]. 

Thus, destination managers need to consider the 

novelty-seeking tendencies of their market segments 

as this affects revisit intentions. 

3. METHODOLOGY 

i) Proposed Work: 

The project proposes an advanced solution for 

automatically identifying the personality trait of 

novelty seeking (NS) from online travel reviews. It 

introduces a classification framework and utilizes the 

BERT-BiGRU deep learning model [24], employing 

computational techniques to efficiently process and 

analyze unstructured text data. This approach 

enhances accuracy, speed, and scalability, providing a 

more effective alternative to manual classification 

methods. The project extends its capabilities with the 

integration of hybrid models, specifically "BERT 

CNN-BI-GRU" and "BERT-LSTM-GRU," where the 

latter attains an impressive 99% accuracy for enhanced 

novelty detection [24, 27, 31]. These hybrid models 

leverage the power of BERT along with various neural 

network architectures to capture intricate patterns in 

online travel reviews. The inclusion of a user-friendly 

Flask framework with SQLite integration enhances 

practical usability, providing a seamless experience 

for user testing, signup, and signin processes. This 

extension not only contributes to improved novelty 

detection but also emphasizes accessibility and user 

interaction in deep learning applications. 

ii) System Architecture: 
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The system architecture encompasses a 

comprehensive approach to automatically detect 

novelty-seeking traits within online travel reviews. 

Beginning with the collection and cleaning of diverse 

text data, the process involves labeling based on 

specified personality traits. The core of the 

architecture integrates a BERT-BiGRU deep learning 

model, leveraging bidirectional contextual 

understanding and sequential dependencies. The 

model is trained on labeled data, and the BiGRU layer 

captures intricate patterns [24, 26, 27, 28, 31]. The 

Softmax layer provides output probabilities for each 

personality trait. Evaluation metrics ensure model 

effectiveness, and the final output includes labeled text 

denoting predicted traits. This end-to-end system 

facilitates insights generation and integration into 

tourism industry applications. 

 

Fig 1 Proposed architecture 

iii) Dataset collection: 

In order to reduce the noise of experimental data, we 

deleted advertisements and duplicate reviews, 

resulting in a final experimental dataset of 28959 

reviews. After collecting the data required by the 

experiment, the data is usually required to be 

preprocessed. Due to good review mechanism of the 

TripAdvisor, the probability of noise data and 

advertisements was greatly reduced. In the process of 

preprocessing English text, stop words refer to 

filtering out some frequently used but meaningless 

words. The purpose is to reduce the dimension of 

feature selection attributes, so as to reduce the amount 

of system calculations and improve the efficiency of 

analysis results. Stop words mainly include articles, 

prepositions, numerals, interjections, etc. For example, 

common English stop words include ‘‘a \ an’’, ‘‘the’’, 

‘‘of \ off’’ and so on. Sometimes, in practical 

applications, some real words that have practical 

meaning but have little effect on the analysis results 

can be removed. Lowercase need to be converted to 

uppercase. 

 

Fig 2 REVIEWS dataset 

iv) Data Processing: 

Data processing involves transforming raw data into 

valuable information for businesses. Generally, data 

scientists process data, which includes collecting, 

organizing, cleaning, verifying, analyzing, and 

converting it into readable formats such as graphs or 

documents. Data processing can be done using three 

methods i.e., manual, mechanical, and electronic. The 

aim is to increase the value of information and 



 

 

 
 volume 14,issue 06, Jun 2024                       ISSN 2457-0362 Page | 118  
 

facilitate decision-making. This enables businesses to 

improve their operations and make timely strategic 

decisions. Automated data processing solutions, such 

as computer software programming, play a significant 

role in this. It can help turn large amounts of data, 

including big data, into meaningful insights for quality 

management and decision-making. 

v) Feature selection: 

Feature selection is the process of isolating the most 

consistent, non-redundant, and relevant features to use 

in model construction. Methodically reducing the size 

of datasets is important as the size and variety of 

datasets continue to grow. The main goal of feature 

selection is to improve the performance of a predictive 

model and reduce the computational cost of modeling. 

Feature selection, one of the main components of 

feature engineering, is the process of selecting the 

most important features to input in machine learning 

algorithms. Feature selection techniques are employed 

to reduce the number of input variables by eliminating 

redundant or irrelevant features and narrowing down 

the set of features to those most relevant to the 

machine learning model. The main benefits of 

performing feature selection in advance, rather than 

letting the machine learning model figure out which 

features are most important. 

vi) Algorithms: 

Long Short-Term Memory (LSTM) is a type of 

recurrent neural network designed to address 

challenges associated with capturing long-term 

dependencies in sequential data. It introduces a 

memory cell that can store information over extended 

periods. The LSTM has three gates – input gate, forget 

gate, and output gate – which control the flow of 

information into, out of, and within the cell state. The 

model uses these gates to decide what information to 

remember and what to forget, making it particularly 

effective in tasks where understanding long-range 

dependencies is crucial, such as natural language 

processing. 

 

Fig 3 LSTM 

Bidirectional Gated Recurrent Unit (BiGRU) [27, 33, 

34] is a type of recurrent neural network that enhances 

traditional Gated Recurrent Units (GRUs) by 

processing input data in both forward and backward 

directions. The GRU has two gates – update gate and 

reset gate – which control the flow of information 

within the hidden state. By processing the input 

sequence bidirectionally, the BiGRU captures 

dependencies from both past and future contexts. This 

bidirectional approach helps the model better 

understand the overall context of the input sequence, 

improving its ability to capture relevant patterns and 

features. 
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Fig 4 BiGRU 

The combination of LSTM and GRU leverages the 

strengths of both recurrent neural network 

architectures. LSTM excels at capturing long-term 

dependencies, while GRU, being computationally less 

intensive, is effective at modeling shorter-term 

dependencies. By stacking these layers together, the 

model aims to benefit from the complementary 

capabilities of each architecture. [25, 26, 27] The 

LSTM layers capture and remember long-range 

dependencies, while the GRU layers efficiently 

capture more immediate dependencies. This hybrid 

approach is often used to enhance the overall 

performance of the model in tasks that involve 

understanding complex sequential patterns. 

 

Fig 5 LSTM + GRU 

The BERT-CNN-BI-GRU represents a more 

sophisticated model architecture for natural language 

processing tasks. BERT, a pre-trained transformer 

model, provides contextualized word embeddings, 

capturing nuanced meanings based on the context of 

each word. The model also includes Convolutional 

Neural Network (CNN) layers for local feature 

extraction, capturing patterns in different regions of 

the input sequence. Additionally, Bidirectional Gated 

Recurrent Unit (BI-GRU) layers process the output 

from BERT and CNN bidirectionally [24, 27, 31], 

capturing dependencies from both past and future 

contexts. This combination aims to create a 

comprehensive representation of the input sequence, 

incorporating both local and global contextual 

information for improved performance in tasks like 

sentiment analysis or novelty detection in textual data. 

 

Fig 6 BERT-CNN-BI-GRU 

4. EXPERIMENTAL RESULTS 

Precision: Precision evaluates the fraction of correctly 

classified instances or samples among the ones 

classified as positives. Thus, the formula to calculate 

the precision is given by: 
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Precision = True positives/ (True positives + False 

positives) = TP/(TP + FP) 

 

 

Fig 6 Precision comparison graph 

Recall: Recall is a metric in machine learning that 

measures the ability of a model to identify all relevant 

instances of a particular class. It is the ratio of correctly 

predicted positive observations to the total actual 

positives, providing insights into a model's 

completeness in capturing instances of a given class. 

 

 

Fig 7  Recall comparison graph 

Accuracy: Accuracy is the proportion of correct 

predictions in a classification task, measuring the 

overall correctness of a model's predictions. 

 

 

Fig 8 Accuracy graph 

F1 Score: The F1 Score is the harmonic mean of 

precision and recall, offering a balanced measure that 

considers both false positives and false negatives, 

making it suitable for imbalanced datasets. 

 

 

Fig 9 F1Score 
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Fig 10 Performance Evaluation  

 

Fig 11 Home page  

Fig 12 Signin page 

 

Fig 13 Login page 
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Fig 14 User input 

 

Fig 15 Predict result for given input 

5. CONCLUSION 

Combining multiple deep learning algorithms in the 

project resulted in a significant enhancement of 

accuracy when predicting Novelty Seeking (NS) traits 

from online travel reviews. NS traits are essential in 

comprehending travelers' behaviors and preferences. 

By leveraging various algorithms such as LSTM, 

BiGRU [26], and hybrid models like LSTM+GRU, the 

project aimed to capitalize on the strengths of each 

algorithm, leading to a more comprehensive 

understanding of the textual data. This amalgamation 

likely allowed the model to capture diverse patterns 

and nuances within the reviews, resulting in more 

accurate predictions of NS traits. Automated 

identification of NS behaviors within travel reviews 

holds practical implications for both travelers and 

travel organizations. For travelers, this analysis can 

assist in choosing destinations that align with their 

preferences for novel experiences. It helps them find 

locations or activities that cater to their inclination 

towards seeking new and unique experiences during 

travel. For travel organizations, understanding NS 

behaviors aids in making informed decisions regarding 

the development of new offerings, marketing 

strategies, and anticipating demand patterns. This 

knowledge enables them to tailor their services or 

products to better cater to the preferences of travelers 

seeking novelty. The success achieved through the 

hybrid model combining diverse deep learning 

techniques indicates potential avenues for further 

research and development. This suggests that 

integrating various deep learning architectures and 

ensemble methods can lead to improvements in 

accuracy and efficiency when analyzing behavioral 

patterns within textual data [20, 24]. It opens up 

opportunities for exploring new combinations of 

algorithms, refining ensemble strategies, and 

investigating the applicability of these methods in 

other domains beyond travel reviews. The success of 

this project paves the way for continued advancements 

in the utilization of deep learning for understanding 

nuanced behaviors from textual data across various 

domains. 

6. FUTURE SCOPE 

he future scope involves enhancing the tourist 

destination recommendation system by optimizing it 
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based on the identified novelty-seeking (NS) 

personality trait. This optimization may include the 

development of user groups with NS, refining user 

portrait understanding, and implementing precision 

marketing strategies. By tailoring recommendations to 

users with specific personality traits, the system can 

offer more personalized and engaging travel 

suggestions. Further research can explore synergies 

between deep learning methods, such as the BERT-

BiGRU model [33], and traditional personality 

evaluation methods like questionnaires and interviews. 

This hybrid approach can overcome the limitations of 

subjective and static personality measurement 

methods, improving efficiency and accuracy in 

identifying NS. Integrating multiple sources of data 

can lead to a more comprehensive understanding of an 

individual's personality. The application of the deep 

learning model can be extended beyond online travel 

reviews to various domains where personality traits 

can be inferred through text information [20, 24]. This 

includes product reviews, employee comments, and 

moral event analysis. Expanding the scope of the 

model's application demonstrates its versatility and 

potential for providing valuable insights in diverse 

contexts beyond the tourism industry. The project's 

findings have the potential to inspire future research in 

text classification based on deep learning, personality 

trait recognition, and novelty seeking. Contributions to 

the development of computational techniques in 

psychology and marketing can fuel advancements in 

understanding user behavior, preferences, and 

motivations. This, in turn, can lead to the creation of 

more sophisticated and effective systems in various 

fields. 
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