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ABSTRACT :

Fraudulent transactions have a huge impact on
the economy and trust of a blockchain
network. Consensus algorithms like proof of
work or proof of stake can verify the validity
of the transaction but not the nature of the
users involved in the transactions or those
who verify the transactions. This makes a
blockchain network still vulnerable to
fraudulent activities. One of the ways to
eliminate fraud is by using machine learning
techniques. Machine learning can be of
supervised or unsupervised nature. In this
paper, we use various supervised machine
learning techniques to check for fraudulent
and legitimate transactions. We also provide
an extensive comparative study of various
supervised machine learning techniques like
decision trees, Naive Bayes, logistic
regression, multilayer perceptron, and so on
for the above task .

INTRODUCTION :

The problem of detecting fraudulent
transactions is being studied for a long time.
Fraudulent transactions are harmful to the
economy and discourage people from
investing in bitcoins or even trusting other

blockchain-based  solutions.  Fraudulent
transactions are usually suspicious either in
terms of participants involved in the
transaction or the nature of the transaction.
Members of a blockchain network want to
detect Fraudulent transactions as soon as
possible to prevent them from harming the
blockchain  network’s community and
integrity. Many Machine Learning techniques
have been proposed to deal with this problem,
some results appear to be quite promising [4],
but there is no obvious superior method. This
paper compares the performance of various
supervised machine learning models like
SVM, Decision Tree, Naive Bayes, Logistic
Regression, and few deep learning models in
detecting fraudulent transactions in a
blockchain network. Such comparative study
will help decide the best algorithm based on
accuracy and computational speed trade-off.
Our goal is to see which wusers and
transactions have the highest probability of
being involved in fraudulent transactions.

EXITING SYSTEM :

We applied eight different supervised learning
algorithms to the dataset. The dataset contains
information about trust on different nodes or
ratings given to them. This information is
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useful in detecting if a certain node’s
transaction can be fraudulent or not. The
following table summarizes the accuracy
obtained in each case.

PROPOSED SYSTEM :

The workflow for detecting fraudulent
activity is summarised in Figure 1.
Essentially, after the Blockchain network has
approved a transaction after all basic checks,
our proposed system kicks in and does
additional checks to detect if the transaction
can be fraudulent. This approach makes sure
that there is no extra overhead of even
checking the transactions that the Blockchain
network itself can easily invalidate.

The work done can be divided mainly into
three phases:

1. Preprocessing phase
2. Building and training various models

3. Performance evaluation of all the models.

Blackchain

Fig. 1. Workflow of applying check for Fraud Detection
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We preprocess using node-embedding in the
network using the node2vec algorithm. Then,
we read and convert the shorter version of
concatenated rating dataset into a dataframe.
Then, we create a function for the perception
store features. This function extracts the
features of a node using the “source” and
“target” columns of the dataset. These
features are then stored in a CSV file. We
then run the node2vec algorithm in python
and create a dictionary of nodes and
corresponding embeddings. We also create a
network edge list file and then reduce
embeddings  dimensionality  for 2D
projections. This dimensionnality reduction
can be obtained using algorithms like t-SNE.

We then normalize the features extracted from
the node2vec algorithm and create a file that
contains the normalized values. We assign a
score of 1 if the transaction is rated badly
(fraud) and O otherwise. We then calculate the
mean and standard deviation of the node
features and save it to a CSV file. We then
divide all our obtained data into train and test
sets.

Phase Il- Building various models, training
and testing them.

We divide our data into train(0.8) and
test(0.2) data. We then check the ratio of
fraudulent and honest transactions in our train
and test sets. We use machine following
machine learning and deep learning models to
predict if a transaction is fraudulent:

1.Logistic Regression: This is a simple linear
classifier. Logistic regression works well for
binary classification problems.
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2. Multilayer  Perceptron:  Multilayer
perceptron helps in separation data that cannot
be classified using a linear classifier by
introducing non linearity.

3. Naive Bayes: This model uses the Bayes
theorem to calculate the probability of a
transaction being fraudulent.

4. Adaboost: This is an ensemble learning
method to boost the performance of binary
classifiers.

5. Decision Tree: This classifier has a
sequence of conditions and questions on data
based on various features.

6. SVM: It uses a kernel method to transform
the data in the dataset, and based on these
transitions, it finds a boundary between all
possible outputs.

7. Random Forest Classifier: This classifier
fits a number of decision trees on small
batches of the dataset.

8. Neural Network: This model consists of six
dense layers and four hidden layers. Relu and
sigmoid were used as activation functions.

Phase Il1-Evaluation of models on test set

We evaluate all our classification models
using bootstrap sampling. In  machine
learning, bootstrap sampling involves drawing
sample data with replacement from the dataset
to estimate a parameter. So we first choose
the number of bootstrap samples. Then, we
choose the sample size. Then, for each
bootstrap sample, we draw a sample with
chosen bootstrap size (with replacement) and
test the sample’s data. For this purpose, we
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use the accuracy metric, which is a standard
metric used in machine learning problems.
We then take the mean of all accuracies
obtained in this fashion to evaluate the skill of
our model.

SI. No, Algorithm Accuracy
. Logistic regression 09
2. | Mult-Layer Perceptron (MLP) | 091
3, Naive Bayes 089
4, Ada Boost 097
5. Decision Tree 0.9
6. | Support Vector Maching (SVM) | 097
1. Random Forest Classifier 097
8. Deep Neural Network 094

We observed that using Ada Boost, SVM, and
Random Forest classifier gave the best results
among the seven different algorithms. Also,
since these algorithms already provide an
accuracy of 97% we would like to build a
fraud detector that will use the scores and
decisions from the three algorithms together
to decide if a transaction is fraudulent or not
finally.
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better accuracy. Now click on
‘Comparison Graph’ button to get
below output
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In above screen we can see the
accuracy, precision, recall and
FSCORE of each algorithm in graph
and tabular format and in all algorithms
Random Forest giving better result

CONCLUSION:

A method has been proposed for the detection
of fraudulent transactions in a blockchain
network using machine learning. In this
method,  various  supervised learning
approaches like support vector machines,
decision trees, logistic regression, and dense
neural networks were analyzed. A thorough
comparative analysis of all the approaches is
performed through accuracy. This work can
be extended for the comparative study of
unsupervised algorithms like clustering. In the
future, we also plan to do an exhaustive study
on fraudulent activities in a private
blockchain.
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