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Abstract_Image forensics aims to detect the manipulation of digital images. Currently, splice 

detection, copy-move detection and image-retouching detection are attracting significant 

attention from researchers. However, image editing techniques develop over time. An 

emerging image editing technique is colourization, in which greyscale images are coloured 

with realistic colours. Regrettably, certain images may intentionally apply this technique to 

confuse object recognition algorithms. Nowadays, biometric systems are useful for 

recognising a person’s identity, but criminals change their appearance, behaviour, and 

psychology to deceive the recognition systems. We are using a new technique called deep 

texture feature extraction from images to build and train a machine learning model using the 

CNN (Convolutional Neural Networks) algorithm. We refer to this technique as LBPNet or 

NLBPNet because it heavily relies on the LBP algorithm for feature extraction. Experimental 

results demonstrate that both proposed methods exhibit decent performances against multiple 

state-of-the-art colourization approaches. 

1.INTRODUCTION 

Now-a-days biometric systems are useful 

in recognizing person’s identity but 

criminal change their appearance in 

behaviour and psychological to deceive 

recognition system. To overcome from this 

problem we are using new technique called 

Deep Texture Features extraction from 

images and then building train machine 

learning model using CNN (Convolution 

Neural Networks) algorithm. This 

technique refer as LBPNet or NLBPNet as 

this technique heavily dependent on 

features extraction using LBP (Local 

Binary Pattern) algorithm. 

In this project we are designing LBP 

Based machine learning Convolution 

Neural Network called LBPNET to detect 

fake face images. Here first we will extract 

LBP from images and then train LBP 

descriptor images with Convolution 

Neural Network to generate training 

model. Whenever we upload new test 

image then that test image will be applied 

on training model to detect whether test 

image contains fake image or non-fake 

image. Below we can see some details on 

LBP. 

Local binary patterns (LBP) is a type of 

visual descriptor used for classification in 

computer vision and is a simple yet very 

efficient texture operator which labels the 

pixels of an image by thresholding the 

neighborhood of each pixel and considers 

the result as a binary number. Due to its 

discriminative power and computational 

simplicity, LBP texture operator has 

become a popular approach in various 

applications. It can be seen as a unifying 

approach to the traditionally divergent 

statistical and structural models of texture 

analysis. Perhaps the most important 

property of the LBP operator in real-world 

applications is its robustness to monotonic 
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gray-scale changes caused, for example, 

by illumination variations. Another 

important property is its computational 

simplicity, which makes it possible to 

analyze images in challenging real-time 

settings.   

The LBP feature vector, in its simplest 

form, is created in the following manner: 

ivide the examined window into cells (e.g. 

16x16 pixels for each cell). 

For each pixel in a cell, compare the pixel 

to each of its 8 neighbors (on its left-top, 

left-middle, left-bottom, right-top, etc.). 

Follow the pixels along a circle, i.e. 

clockwise or counter-clockwise.Where the 

center pixel's value is greater than the 

neighbor's value, write "0". Otherwise, 

write "1". This gives an 8-digit binary 

number (which is usually converted to 

decimal for convenience). 

Compute the histogram, over the cell, of 

the frequency of each "number" occurring 

(i.e., each combination of which pixels are 

smaller and which are greater than the 

center). This histogram can be seen as a 

256-dimensional feature vector. 

Optionally normalize the histogram. 

Concatenate (normalized) histograms of all 

cells. This gives a feature vector for the 

entire window.The feature vector can now 

be processed using the Support vector 

machine, extreme learning machines, or 

some other machine learning algorithm to 

classify images. Such classifiers can be 

used for face recognition or texture 

analysis 

2.LITERATURE SURVEY 

Hsu, C ; Lee C et al. [1] have proposed a 

novel deep forgery discriminator(DeepFD) 

to detect fake images generated by state of 

the art GANS based on contrastive loss.To 

address the existing shortcomings they had 

adopted contrastive loss in extracting the 

typical features of fake/generated images 

generated by different GANS.Their results 

have shown that their proposed system 

DeepFD had detected 94.7% fake images 

which are generated by several state of the 

art GANS.  

Hsuan T. Chang, Chih-Chung Hsu et al. 

[2] have introduced a blind watermarking 

theme to perform image authentication and 

change of state localization within the 

receiver.So based on the extracted 

watermark, they had determined whether 

the received image is tampered or not.so to 

detect whether the image is tampered or 

not, they have proposed methods like 

Sequential watermark alignment based on 

coefficient stamping(SWACS) and 

morphological region growing and 

subband duplication(MRGSD) which 

determine the positions of modified pixels 

in the misreported watermark and to 

identify the tampered region. Chih-Chung  

Hsu,Tzu-Yi Hung et al. [3] have proposed 

a new system for detecting forged regions 

in video in which they have got used 

correlation of noise residue.They modeled 

the system as GMM(Gaussian mixture 

model),where they have got proposed two-

step scheme to estimate model parameters 

and they have extensively utilized 

Bayesian classifer to find best threshold 

value.In their experiments, two video 

inpainting schemes are used to simulate 

two unique sorts of tampering 

procees.Their experimental outcomes have 

shown that their proposed system had 

achieved higher accuracy for the videos.  

Zheng et al. [5] found that it is particularly 

challenging to spot fake news and 

photographs since it is impossible to verify 

content on a pure basis and there aren't 
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many models for doing so. can be utilised 

to fix the issue. It has been suggested that 

the issue of "detecting bogus news" be 

studied. Many useful characteristics of the 

language, words, and images utilised in 

fake news are discovered through a 

thorough analysis. A collection of hidden 

attributes produced from this model across 

several layers can be used to identify some 

hidden traits in the words and visuals used 

in fake news. The TICNN pattern has been 

suggested. By presenting distinct and 

integrated features in a same area, TICNN 

is trained simultaneously using text and 

image data. To detect fake accounts on 

social networks, particularly Facebook,  

Raturi's 2018 design [6] was developed. 

Based on the posts and their location on 

social networking walls, a machine 

learning feature was utilised in this study 

to more accurately forecast bogus 

accounts. In order to validate content 

based on text classification and data 

analysis, Support Vector Machine (SVM) 

and Complement Nave Bayes (CNB) were 

utilised. The gathering of derogatory 

words and their frequency of occurrence 

were the main topics of the data analysis. 

For Facebook, SVM displays a 97% 

resolution, whilst CNB displays a 95% 

accuracy in Bag of Words recognition 

(BOW) counterfeit accounts with a basis. 

The study's findings demonstrated that the 

primary issue was safety of The problem 

with social networks is that published data 

is not thoroughly verified. 

Two approaches were suggested in a 2017 

study by Bunk et al [7] to detect and 

pinpoint fraudulent photos using a 

combination of resampling attributes and 

deep learning. In the original system, 

overlapping picture adjustments are used 

to estimate the Radon conversion of 

resampling parameters. A heat map is then 

created using deep learning classifiers and 

a Gaussian conditional domain pattern. 

Total areas are used in a Random Walker 

segmentation technique. Software 

resampling attributes are passed on 

overlapping object patches over an LSTM-

based network in the following system for 

identification and localization. The 

effectiveness of both systems' detection 

and localization capabilities was also 

contrasted. The outcomes demonstrated 

the effectiveness of both systems in 

identifying and resolving digital picture 

fraud. 

3.PROPOSED SYSTEM 

This project aims to create LBP Based 

machine learning Convolution Neural 

Network known as LBPNET to identify 

phoney face pictures. Here first we will 

extract LBP from images and then train 

LBP descriptor images using Convolution 

Neural Network to produce training model. 

Whenever we upload fresh test image, that 

test image will be applied on training 

model to detect whether test image 

contains false image or non-fake image. 

3.1 MODULES 

In this project we are designing LBP Based 
machine learning Convolution Neural 
Network called LBPNET to detect fake 
face images.  

Here first we will extract LBP from images 
and then train LBP descriptor images with 
Convolution Neural Network to generate 
training model.  

Whenever we upload new test image then 
that test image will be applied on training 
model to detect whether test image 
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contains fake image or non-fake image. 
Below we can see some details on LBP. 

3.2 CNN 

A Convolutional Neural Network (CNN) 

is a deep learning model primarily used for 

analyzing visual and time-series data. It 

automatically extracts features from raw 

input through layers that perform 

convolution operations, followed by 

activation functions like ReLU and 

pooling layers that reduce dimensionality 

while preserving important information. 

CNNs are highly effective in recognizing 

patterns and making predictions without 

requiring manual feature extraction, 

making them ideal for applications such as 

image classification, medical imaging, and 

ECG signal analysis. Their ability to learn 

complex features from data enables 

accurate and efficient decision-making in 

various fields. 

 

Fig 1:Architecture 

4.RESULTS AND DISCUSSION 

 

Fig 2:In above screen click on ‘Generate Image Train & Test Model’ button to generate 

CNN model using LBP images contains inside LBP folder. 
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Fig 3:In above screen we can see CNN LBPNET model generated. Now click on ‘Upload 

Test Image’ button to upload test image 

 

 
 

Fig 4:In above screen we can see two faces are there from same person but in different 

appearances. For simplicity I gave image name as fake and real to test whether 

application can detect it or not. In above screen I am uploading fake image and then 

click on ‘Classify Picture In Image’ button to get below result 
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Fig 5:In above screen we can see all real face will have normal light and in fake faces 

peoples will try some editing to avoid detection but this application will detect whether 

face is real or fake 

 
 

Fig 6:In above screen I am uploading 1.jpg and after upload click on open button to get 

below screen 
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Fig 7:And now click on ‘classify Picture in Image’ to get below details 

 
Fig 8:  In above screen we are getting result as image contains Fake face. 

Similarly u can try other images also. If u want to try new images then u need to send 

those new images to us so we will make CNN model to familiar with new images so it 

can detect those images also. 

5.CONCLUSION 

This research presents a new common fake 

feature network based on pairwise learning 

designed to effectively identify the fake 

face/general images produced by state-of-

the-art GANs. By combining the cross-
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layer feature representations into the last 

fully connected layers, the suggested CNN 

can be utilised to learn the middle- and 

high-level and discriminative fake feature. 

The suggested paired learning can be 

applied to increase the efficacy of false 

picture identification even more. The 

suggested paired learning should enable 

the suggested fake image detector to 

identify the false image produced by a 

fresh GAN. Our experimental findings 

showed that the suggested approach beats 

existing state-of-the-art approaches in 

terms of accuracy and recall rate. 
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