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ABSTRACT

Lexicon algorithm is used to determine the sentiment expressed by a textual content. This sentiment
might be negative, neutral, or positive. It is possible to be sarcastic using only positive or neutral
sentiment textual contents. Hence, lexicon algorithm can be useful but insufficient for sarcasm
detection. It is necessary to extend the lexicon algorithm to come out with systems that would be proven
efficient for sarcasm detection on neutral and positive sentiment textual contents. In this paper, two
sarcasm analysis systems both obtained from the extension of the lexicon algorithm have been proposed
for that sake. The first system consists of the combination of a lexicon algorithm and a pure sarcasm
analysis algorithm. The second system consists of the combination of a lexicon algorithm and a
sentiment prediction algorithm. Finally, naive bayes is used to predict the sarcasm detection using
pretrained features.

Keywords: Lexicon algorithm, sarcasm detection, sentiment prediction algorithm, a pure sarcasm
analysis algorithm.

1. INTRODUCTION

The extension of the Lexicon Algorithm for Emoji-Based Sarcasm Detection from Twitter Data is a
cutting-edge approach to tackle the nuanced and ever-evolving phenomenon of sarcasm in online social
media, with a specific focus on Twitter. Sarcasm in text is notoriously challenging to detect due to its
reliance on context [1], tone, and subtlety, making it a perfect testbed for natural language processing
and sentiment analysis techniques. The Lexicon Algorithm, a well-established method for sentiment
analysis, forms the basis for this extension. In this advanced approach, researchers have incorporated a
comprehensive emoji lexicon to enhance the algorithm's performance [2]. Emojis play a vital role in
conveying sentiment and emotions in online communication, often being key indicators of sarcasm. By
integrating an extensive emoji lexicon into the Lexicon Algorithm, this extension aims to improve the
accuracy of sarcasm detection in Twitter data. The algorithm begins by preprocessing the Twitter data,
which typically involves tokenization, stemming, and removing stopwords. It then identifies sentences
or tweets containing potential sarcasm cues, such as negations, contrastive conjunctions, and sentiment-
laden words [3]. The innovation lies in the algorithm's ability to consider emojis alongside these textual
cues. Emojis, when used ironically or sarcastically, can completely reverse the sentiment of a sentence,
and the algorithm is designed to recognize such patterns.

Furthermore, the extension considers the surrounding context of tweets, considering user-specific
patterns and common sarcasm structures in the Twitterverse. Machine learning techniques, such as
supervised learning or neural networks [4], may be employed to fine-tune the algorithm's performance
and adapt it to the evolving nature of sarcasm on Twitter. The implications of this extended Lexicon
Algorithm are far-reaching, with potential applications in sentiment analysis, brand monitoring, and
social media trend analysis. Accurately detecting sarcasm in Twitter data can help improve our
understanding of public sentiment, social trends, and user engagement, benefiting businesses,
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researchers, and social media platforms themselves. However, it's important to note that this field is
dynamic, and ongoing research and adaptation are necessary to keep pace with the ever-changing
landscape of online communication.

2. LITERATURE SURVEY

Despite sarcasm having long been studied in the social sciences, automated detection of sarcasm in text
is a new area of study. Recently, the research community in the domain of natural language processing
(NLP) and machine learning (ML) has been interested in automated sentiment classification [7]. An
NLP-based technique uses linguistic corpora and language features to understand qualitative data. ML
systems utilize unsupervised and supervised classification approaches based on tagged or unlabeled
information to interpret sarcastic remarks. An extensive dataset for sarcasm text detection was created
by Khodak et al. [8]. Before comparing their findings with methods such as sentence vectorization, bag-
of-words, and bag-of-bigrams, the authors performed hand annotation. They discovered that hand
sarcasm detection outperformed other methods. Eke et al. [9] evaluated a range of earlier studies on
sarcasm recognition. According to this review research, N-gram and part-of-speech tag (POS) methods
were the most frequently used feature extraction algorithms. Binary interpretation and word frequencies
were used for feature representation, nevertheless. The review also noted that the chi-squared test and
information gain (IG) method were frequently employed for feature selection. In addition, the maximum
entropy, naive Bayes, random forests (RF), and support vector machine (SVM) classification techniques
were used. A review of several “Customized Machine Learning Algorithms” (CMLA) and “Adapted
Machine Learning Algorithms” (AMLA) utilized in sarcasm detection research was also published by
Sarsam et al. in [10]. Their findings concurred with those of Eke et al. They found that CNN-SVM can
perform better when both lexical and personal characteristics are used. The SVM performs better using
lexical, frequency, pragmatic, and part-of-speech labeling. Prior to this, models based on machine
learning were created; these models primarily acquire language features and train these qualities over
classifiers learned by machine learning. Machine learning has been used for content-based features by
Keerthi Kumar and Harish [11]. Before submitting the data to the clustering method for various filters,
the authors used feature selection approaches such as “Information Gain” (IG), “Mutual Information”
(M), and chi-square. An SVM was used to categorize data at the very end. Pawar and Bhingarkar [12]
employed an ML classification model for sarcasm detection on a related subject. They collected data
on recurring themes, punctuation, interjections, and emotions. Using the random forest and SVM
techniques, these feature sets for classification were learned.

3. PROPOSED METHODOLOGY

Lexicon algorithm is used to determine the sentiment expressed by a textual content. This sentiment
might be negative, neutral, or positive. It is possible to be sarcastic using only positive or neutral
sentiment textual contents. Hence, lexicon algorithm can be useful but yet insufficient for sarcasm
detection. It is necessary to extend the lexicon algorithm to come out with systems that would be proven
efficient for sarcasm detection on neutral and positive sentiment textual contents. In this paper, two
sarcasm analysis systems both obtained from the extension of the lexicon algorithm have been proposed
for that sake. The first system consists of the combination of a lexicon algorithm and a pure sarcasm
analysis algorithm. The second system consists of the combination of a lexicon algorithm and a
sentiment prediction algorithm. Figure 4.1 shows the proposed system model. The detailed operation
illustrated as follows:

Step 1. Twitter Dataset: The research work begins with the collection of a dataset containing tweets
from the social media platform Twitter. This dataset serves as the primary source of textual content for
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analysis. It comprises a mix of tweets with varying sentiments, including positive, neutral, and
potentially sarcastic ones.

Upload Dataset Data EXISZIE::(:;OI - Sentiment
(Twitter Data) Preprocessing algorithm Identification
Sentiment Prediction of Performance
Analysis Tweet Evaluation
/”//

Normal Sarcastic
Tweet Tweet

Figure 1. Proposed system model.

Step 2. Data Preprocessing: Before any analysis can take place, the Twitter dataset undergoes a series
of preprocessing steps to clean and prepare the text for further processing. Data preprocessing involves
tasks such as:

o Tokenization: Breaking down the tweets into individual words or tokens.

e Stemming: Reducing words to their base or root form.

o Stopword Removal: Eliminating common, non-informative words (e.g., "and," "the," "in").

o Special Character Removal: Stripping away punctuation and special characters.

Step 3. Extension of Lexicon Algorithm: In this step, the researchers extend the traditional Lexicon
Algorithm, which is primarily used for sentiment analysis. The extension aims to make the Lexicon
Algorithm more suitable for detecting sarcasm, even in tweets with positive or neutral sentiments.

Step 4. Sentiment Identification: The extended Lexicon Algorithm is then employed to identify the
sentiment expressed in each tweet. This involves determining whether a tweet conveys a positive,
negative, or neutral sentiment based on the polarity of the individual terms within the tweet. This
sentiment identification provides a baseline understanding of the sentiment in the tweets, which includes
both non-sarcastic and potentially sarcastic content.

Step 5. Sentiment Analysis: Building upon the sentiment identification, the researchers perform a more
in-depth sentiment analysis. This analysis goes beyond mere polarity determination and seeks to
recognize nuanced expressions of sentiment, including sarcasm. The Lexicon Algorithm's extension
allows it to consider the possibility of sarcasm within tweets, especially those with positive or neutral
sentiments.

Step 6. Prediction of Tweet (Normal and Sarcastic): In this final step, the research work proposes
two systems for sarcasm detection within tweets that primarily express positive or neutral sentiments:

a. Lexicon Algorithm + Pure Sarcasm Analysis Algorithm: The first system combines the
extended Lexicon Algorithm with a dedicated pure sarcasm analysis algorithm. This
combination aims to enhance sarcasm detection in tweets that may not contain obvious negative
sentiment cues.
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b. Lexicon Algorithm + Sentiment Prediction Algorithm: The second system combines the
extended Lexicon Algorithm with a sentiment prediction algorithm. This combination seeks to
predict whether a tweet is normal (non-sarcastic) or sarcastic, even when the sentiment
expressed is positive or neutral.

These two systems leverage the extended Lexicon Algorithm's capabilities to identify subtle sarcasm
cues within tweets that might otherwise be missed by traditional sentiment analysis techniques.

4. RESULTS AND DISCUSSION

This section gives the detailed analysis of simulation results implemented using “python environment”.
Further, the performance of proposed method is compared with existing methods using same dataset.

Upload Social Network Dataset Messages after preprocessing and removing stopwords

beginning movie gives feeling director trying portray something mean say instead story dictating style movie made gone

Preprocess Dataset opposite way type move wanted make wrote story suite failed badly guess trying make stylish movie way think movie tot
al waste time effort credit director knows media working trying say seen worst movies least director knows maintain cont
inuity movie actors also given decent performance
mark zuckerberg used hero digital age lived long enongh see become villain
love bus smells like cat piss dirty laundry
story man unnatural feelings pig starts opening scene terrific example absurd comedy formal orchestra andience turned i
nsane violent mob crazy chantings singers unfortunately stays absurd whole time general narrative eventually making pu

Raun First System Lexicon + Polarity Computation

Second System Lexicon + Sentiment Prediction

. tting even era turned cryptic dialogue would make shakespeare seem easy third grader technical level better might think
Sentiments Graph good cinematography future great vilmos rsigmond future stars sally kirkland frederic forrest seen briefly
ti better lose lose s love
Sarcastic Graph dont think fool opinion compare thuusanr!s others
never forget face case glad make exception

bromwell high cartoon comedy ran time programs school life teachers years teaching profession lead believe bromwell hi
ghs satire much closer reality teachers scramble survive financially insightful students see right pathetic teachers pomp
pettiness whole situation remind schools knew students saw episode student repeatedly tried burn school immediately re
called high classic line inspector im sack one teachers student welcome bromwell high expect many adults age think bro
nrwell high far fetched pity isnt

like adult comedy cartoons like south park nearly similar format small adventures three teenage girls bromwell high keis
ha natella latrina given exploding sweets behaved like bitches think keisha good leader also small stories going teachers
school theres idiotic principal mr bip nervous maths teacher many others cast also fantastic lenny henrys gina yashere e
astenders chrissie watts tracyann oberman smack ponys doon mackichan dead ringers mark perry blunders nina conti di
dnt know came canada good good

bromwell high nothing short brilliant expertly scripted perfectly delivered searing parody students teachers south london
public school leaves literally rolling laughter vulgar provecative witty sharp characters superbly caricatured cross sectio
n british society accurate society following escapades keisha latrina natella three protagonists want better term show do
esnt shy away parodying every imaginable subject political correctness flies window every episode enjoy shows arent afr
aid poke fun every taboo subject i ble bromwell high di

Figure 2. Run First System Lexicon + Polarity Computation

In Figure 2, we can see all messages after removing special symbols and stop words. Now click on ‘Run
First System Lexicon + Polarity Computation’ button to calculate polarity of messages.

Tweets : From the beginning of the movie, it gives the feeling the director is trying to portray something, what I mean to
say that instead of the story dictating the style in which the movie should be made, he has gone in the opposite way, he h
ad a type of move that he wanted to make, and wrote a story to suite it. And he has failed in it very badly. I guess he was

Preprocess Dataset trying to make a stylish movie. Any way I think this movie is a total waste of time and effort. In the credit of the director,

he knows the media that he is working with, what I am trying to say is I have seen worst movies than this. Here at least t

he director knows to maintain the continuity in the movie. And the actors also have given a decent performance.

Positive Polarity : 0.056

Negative Polarity : 0.187

Neatral Polarity : 0.757

Result : Non Sarcastic

Upload Social Network Dataset

Run First System Lexicon + Polarity Computation

Second System Lexicon + Senfiment Prediction

Sentiments Graph Tweets : Mark Zuckerberg used to be a hero of the digital age, but now he has lived long enongh to see himself become

he villain

o Positive Polarity : 0.209
S tic Graph :
M Negative Polarity : 0.209
Neutral Polarity : 0.581
Result : Sarcastic

Tweets : Ilove it when the bus smells like cat piss and dirty laundry

0.411

Negative Pola; i
Neutral Polarity : 0.245
Result : Sarcastic

Tweets : Story of a man who has unnatural feelings for a pig. Starts out with a opening scene that is a terrific example of
absurd comedy. A formal orchestra audience is turned into an insane, violent mob by the crazy chantings of it's singers.
Unfortunately it stays absurd the WHOLE time with no general narrative eventually making it just too off putting. Even t
hose from the era should be turned off. The cryptic dialogue would make Shakespeare seem easy to a third grader. On a
technical level it's better than you might think with some good cinematography by future great Vilmos Zsigmond. Future
stars Sally Kirkland and Frederic Forrest can be seen briefly.

Figure 3. First system predicted outcome.

In Figure 3 for each message, we can see tweet data and positive, negative and neutral polarity score
and the message in tweets is sarcastic or non-sarcastic. The tweets will be classified to positive, negative
or neutral based on its high score for example in first tweet neutral got high score as 0.757 so tweet will
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consider as neutral. If that neutral tweet contains some negative words then consider as sarcastic. You
can scroll down above screen text area to see all messages details.

Tweets : From the beginning of the movie, it gives the feeling the director is trying to portray something, what I mean to
say that instead of the story dictating the style in which the movie should be made, he has gone in the opposite way, he h
ad a type of move that he wanted to make, and wrote a story to suite it. And he has failed in it very badly. I guess he was
Preprocess Dataset trying to make a stylish movie. Any way I think this movie is a total waste of time and effort. In the credit of the director,
he knows the media that he is working with, what T am trying to say is I have seen worst movies than this. Here at least t
he director knows to maintain the continuity in the movie. And the actors also have given a decent performance.
Positive Polarity : 0.056
Negative Polarity :

Uplead Secial Network Dataset

Run First System Lexicon + Polarity Computation ‘

Second System Lexicon + Sentiment Prediction ‘ Neutral Polarity : 0.757

Result : Non Sarcastic

Sentiment Prediction : Negative
Sentiments Graph

Tweets : Mark Zuckerberg used to be a hero of the digital age, but now he has lived long enongh to see himself become t
Sareastic Graph he villain

Positive Polarity : 0.209

Negative Polarity : 0.209
Neutral Polarity : 0.581
Result : Sarcastic

Sentiment Prediction : Neutral

Tweets : Llove it when the bus smells like cat piss and dirty laundry
Positive Polarity : 0.411

Negative Polarity : 0.344

Neutral Polarity : 0.245

Result : Sarcastic

Sentiment Prediction : Positive

Tweets : Story of a man who has unnatural feelings for a pig. Starts out with a opening scene that is a terrific example of
absurd comedy. A formal orchestra audience is furned into an insane, violent moh by the crazy chantings of it's singers.
Unfortunately it stays absurd the WHOLE time with no general narrative eventually making it just too off putting. Even t

Figure 4. Proposed predicted outcome.

In Figure 4, we can see same results with extra details such as whether tweet/message is positive or
negative or neutral. You can scroll down above text area to see all messages. Above Figure shows the
results from the sentiment prediction algorithm. For each comment, the result of the sentiment
prediction algorithm has been compared with result of the lexicon algorithm. In case these results are
similar, the content is considered as non-sarcastic else it is considered as sarcastic. The environment
details used in this experiment are assumptions that have been made since the required data were not
available and the proposed system was an innovative one at the time of experiment.

Positive

Neutral

Negative Sarcastic Non Sarcastic

Figure 5. Sentiment graph (left). Count of sarcastic or non-sarcastic tweets (right).

In Figure 5 using pie chart we can see percentage of positive, negative, or neutral tweets, and x-axis
represents type of tweets and y-axis represents count of sarcastic or non-sarcastic tweets.

5. CONCLUSION

The aim of this study was to propose ways to extend the lexicon algorithm in order to build systems
that would be more efficient for sarcasm detection. This aim had been successfully met as two systems
have been developed to address this situation. However, in the first system, it had been noticed that the
training set of the sarcasm analysis algorithm must be relevant to the actual data that need to be analyzed
to obtain meaningful results and to improve the accuracy of the system. The second system constitutes
a vast area of study. Some work needs to be done in order to develop a system that would allow the
collection of environment details under which the textual contents would be made on social media
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platforms. A consolidated way of computing the sentiment polarity of the environments based on their
details should also be developed.
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